A THIRD-ORDER AND A FOURTH ORDER
ITERATION PROCESS FOR NON-~-LINEAR EQUATIONS *

H. A. Luther and A. R. Crawley t

1. Introduction. There are two paths available for the construction

of high~order iteration processes for solving non-linear equations.
A usual approach, and for most purposes probably the best approach
is to use a recursively formed iteration function (See [1], p. 168).

In this procedure, to approximate the zeros of f(x) we need to use

values of f(x) and f(l)(x), but no higher derivatives. Instead,
further functional substitutions are used.

An alternative is to use derivatives beyond the first. Normally
this could be expected to become involved, at least for systems of
many simultaneous equations. There are, however, applications for
which the values of high-order derivatives are easily obtained. For
such problems, the technique outlined in the next section seems of
interest. Here[ii;st—order derivatives - are used in usual manner
to build the Newton-Raphson second-order iteration. By adding
certain functions involving also second-order derivatives, we
build a third-order process. By adding certain functions involving,
in addition, third-order derivatives, we build a fourth-order process.
A program has been written making any choice (as well as a first-
order process) available for any system of equations for which the

requisite derivatives can be evaluated.
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2. Procedure and Proof of Convergence. Let S be a simply-connected closed

region of n-dimensional Euclidean real space R". Let ; = [yl Yy yn]t

> t
be an interior point of S. Let x = [x X, vet xn] , and let

1
?(;) = [fl(;) fz(;) se fn(;)]t be a vector valued function from S to R"
4
<> > . ) > >
such that f(y) = 3. Require x Ox 9% % f(x), lsr,s,t,us<n, to be
r s t u
. . . . > 3 > ..
continuocus in'S. We write the matrix J(x) = [S;-'fi(x)} where i is
]

the row index and j the column index. We require J(;) to be non-

singular. We define

W D =% -6 @ Tlaiek - L, TIGT®
F3 6,0 ITT@I® - 35,6 TT@OT®.
Here
VE = 4G L@ e v @1
and
v, = IO O 0, @ e @
while

D,(®) =| g £,
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Here r is the row index, and s is the column index.

Also, . )
3@ = EONI®E @ IO G -
DI et
where

3 = [%@) e @) +o- "Se@d1t,



while

S = @@ TSe@ STT@E®D
where
3
s, >, _ 3 > _ |rs >
C(x) = 9X 0% ,0X, fs(x) - [ cij(x?J '
r i)

Here i is the row index, and j is the column index.

Moreover
T@ = b Gy, oy _@1°
where
V0 =E@ @ 0 e .

Let 61(;)’ 62(;), 83(;), and 64(;) be real valued functions such that
0 < 61(;) < 2 and Gi(;), i =2, 3, 4, are arbitrary.

Define an iteration process by

2(kt1) > = (k)

(2) gy,

Then if %1 (k)

. " w > . . R > >
is "'near enough” y, it is true that lim x = y.

k>

Moreover, if 0 < Gl(x) < 2 and Gi(x), i=2, 3, 4, are arbitrary, the
process is linear. If él(x) = 1, the process is quadratic. 1If
Gl(x) = Gz(x) = 1, the process is cubic. 1If Gi(x) =1, 1i=1, 2, 3,

4, the process is fourth order.
PROOF
By Taylor's Theorem,

n
(3) I =t® + ) 4, -x) —1a
i=1 i

1 n n 2 N
v L L Uiy o E®
i=1 i3

j=1



1 n n n 33 N
+—-§ § E(y.—x,)(y.-—X.)(y -x) T (%)
1
3! 21 {71 k=1 i i’ h| k k Bxiaxjaxk

n n
Z=:1 m§=:1 SARENICHEE DI x,)
Oy = %) By

> > i
where hijkm(x) is given by

4 4
9 > > > 9 -> > >
or i . 1 T 00 - W) G B F 0y - X))
1 j k m i J k
34 ¢ -> + 0 > > - 0<o. <1
3x.9%, 9%, 3X alx n(y - X)) > i .
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Note that n
T 3 2z, U
£(y) = 0, Z (v; = %) 3¢ f(x) = - J(x) (x - ¥),
i=1 i
32 > >,
and Z }: (y; = %4 )(y - Xj) rrepral ACONRES
i=1 j=1 i°7
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where, as above, Di(x) = Ls;ig——-f (X)J

Let
L@ = (G- ND,OE-9 G- ND,@E -y
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Then (3) becomes

@ @ =I®OE- -2IE
1 n n n
N g §=j R L AR RICHER
33 > > > >
W f(x) + Rl(x)

where ﬁl(;) is a vector made up of terms of fourth order in the X, =¥y

If we take the second term on the right side of (1) and
substitute (4)

) 5®IT@E® = s MG - -7 ITOI®

i=1 j=1 kel

3
k k 39X, ijaxk

where ﬁll(;) contains only terms of fourth degree in the x

+3ra7t Y Yy AR RICHER N

(x T} + ill&)

1~ ¥y
If we take the third term on the right side of (1) and
substitute (4)

® 3 6,O@I® = 35,@ITEI

- 1G - P @I I
G - P, @It OIE
e G - DD @@L
> -
+ Rlz(x)
where ﬁlz(;) contains only terms of fourth and higher degree in the

i~ Yy



If we take the fourth ﬁerm on the right of (1) and
substitute (4)

1 > =1 > > 1 > ~1 > &

(1 378G = 58,03 () E: ) 5: g -
! : i=l j=1 k

2> r e

(xj - yj)(xk - ¥y 3%, 3% X, (x)

> ->
R13(x)
where §13(§) contains only terms of fourth and higher degree in the
*1 Ty
If we take the fifth term on the right side of (1) and
substitute (4)

@ 35,01 OTE = 25, @I
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where ﬁlA(;) contains only terms of fourth and higher degree in the

xi - yi.
Combining (1), (5), (6), (7), and (8) we obtain

9 E®-T=-s@GE-D +ITT®EE,E - 6,GHLE
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where
> > > > > -> > -> > >
R(x) = -{Rll(x) + RlZ(x) + Rl3(x) + Rl4(x)}
whose entries contain only terms of fourth and higher degree in the
X, -y, If we choose Gi(x) =1, i=1, 2, 3, 4, (9) becomes
> > -> > >
g(x) -y = R(x).

If J(;) is not singular, there exists a closed region S

(10)

1

having ; as an interior point such that, for Xes J(x) is not

1’

singular, and the coefficients of the terms of the form (xi - yi)
are bounded.

> >
(Xj - Yj)(xk - Yk)(xm - ym) in R(x) 1f, for a column

> >
vector z with elements zZs by ||z||

there is a positive constant M such

we mean max Izi|, it follows that

>
that for x € S

1

(11) [IRGY|] <l [x - F]* .

Now let ;(1) be so chosen that I|§(l) - ;|| < G)/M]'/3 where
0 <0 <1 and ;(l) lies in Sl. For ;(l)e Sl, using (2) and (10)

2(2) _ 5 = ﬁ(;(l))
so that
1P =31 < u ZD = 3118 < ot ?

and 2 e §, since l|;(2) - ;|! < @/Ml/3.

Inductively it is seen that

[ [x

and ;(k+l) € Sl'

(k)

Thus lim ;
k>

k
D) 5pp < w200 - 304 < o /3

= ; and (1) is a fourth order process.

If 0 < 51(2) < 2 and ai(z), i =2, 3, 4, are arbitrary, (9)

becomes

E®-y=0-66) G-y +T&E

where fl(;) contains only terms of second and higher degree in the



x; - Y- In a manner similar to that above, (1) can be shown to be

a first order process.

If 61(;) = 1 and 6i(§), i=2, 3, 4, are arbitrary, (9) becomes

g (x -y =T,(
where %2(;) contains only terms of second and higher degree in the
X, = ¥y In a manner similar to that above, (1) can be shown to be
a second order process.

If 61(;) = 62(;) = 1 with 63(;) and 64(2) being arbitrary, (9)

becomes

g ® -y =1,
where %3(;) contains only terms of third and higher degree in the
X, —- yi. In a manner similar to that above, (1) can be shown to

1

be a third order process.
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